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The reliability of critical software systems is essential; even though
people’s lives are becoming more and more dependent on software
systems, a number of security-critical software faults are being dis-
covered.

Type safe languages and static analysis tools are employed to elimi-
nate bugs statically and automatically. However, most of these tech-
niques are inadequate to assure that implementations are function-
ally correct in terms of their specifications. They only assure the
lack of certain bugs, but they do not guarantee functional correct-
ness.

There is only one known way to guarantee functional correctness
of software artefacts rigorously; specify the desired behaviour for-
mally and mechanically, and prove that the implementation respects
the specification using a theorem prover such as Isabelle, Coq, or
HOL4.

This approach is known as complete formal verification. The seL4
micro-kernel, the C compiler CompCert, and the ML compiler
CakeML are major achievements in this field; they are proved to
be correct mechanically. These projects have demonstrated that
complete formal verification is possible and, to some extent, cost-
effective. However, complete formal verification of small software
project still requires significant effort.

Many proof automation tools have been developed to alleviate the
cost of verification. Most interactive theorem provers come with de-
fault proof-procedures called tactics. Despite the support of these
tools, interactive theorem proving is still considered as a hard prob-
lem requiring experienced engineers.

We believe that there is still significant room to improve proof au-
tomation in interactive theorem provers. In this talk, we present
our new proof automation tools for Isabelle which produce efficient
proof-scripts if they successfully discharge given proof-obligations.
Our automation tools are fully embedded in Isabelle, enabling the
seamless invocation from Isabelle/jEdit, the standard proof-editor
of Isabelle.

Furthermore, we present our framework for proof automation. This
framework allows Isabelle users to specify their own proof-search
procedures succinctly as data structures.

”Succinctly” is the keyword here; our monadic interpretation of tac-
tics makes our framework compositional and abstract the core of
framework away from the implementation details. Isabelle’s source
language, ML, does not support type classes natively. Therefore,
we emulate type classes to implement monads using the ML mod-
ule system.

∗NICTA is funded by the Australian Government as represented by the
Department of Broadband, Communications and the Digital Economy and
the Australian Research Council.

This ongoing work has already demonstrated that our approach
successfully discharges a set of small-scale proof-obligations that
could not be proved by the existing proof-automation tools in Is-
abelle. Finally, we explain our plan to improve our automation
tools and framework, so that our approach can solve larger-scale
proof-obligations.
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